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Introduction
Breast cancer, one of the most frequently diagnosed 

tumors in women worldwide, has become the second-
largest cause of cancer-related deaths. Breast cancer is a 
serious global health problem: it is the most commonly 
diagnosed cancer worldwide, with an estimated 2.26 
million cases in 2020, and the leading cause of cancer 
death among women. With the developments in medical 
treatment, the 5-year survival rate has reached 91%, and 
the 10-year survival rate has reached 86% (1). According 
to the World Health Organization, the global incidence 

of breast cancer is increasing rapidly due to advances in 
lifestyle, reproductive factors, and life expectancy. 58% of 
all breast cancer fatalities occur in middle-and low-income 
nations. While breast cancer survival rates are typically 
80% in rich countries, they decrease to 60% in the middle-
and 40% in low-income countries due to a lack of early 
screening programs, which results in incurable diagnoses 
in 80% of late-stage tumors (2).

Breast cancer is a leading cause of morbidity and 
death worldwide, and its prevalence is increasing daily. 
According to Global Cancer Statistics 2020 data, the 
incidence of breast cancer in Turkey was calculated as 
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Aim: The diagnosis of breast cancer can be accomplished using an algorithm or an early detection model of breast cancer risk via 
determining factors. In the present study, gradient boosting machines (GBM), extreme gradient boosting (XGBoost) and light gradient 
boosting (LightGBM) models were applied and their performances were compared.

Methods: The open-access Breast Cancer Wisconsin Dataset, which includes 10 features of breast tumors and results from 569 
patients, was used for this study. The GBM, XGBoost, and LightGBM models for classifying breast cancer were established by a 
repeated stratified K-fold cross validation method. The performance of the model was evaluated with accuracy, recall, precision, and 
area under the curve (AUC).

Results: Accuracy, recall, AUC, and precision values obtained from the GBM, XGBoost, and LightGBM models were as follows: (93.9%, 
93.5%, 0.984, 93.8%), (94.6%, 94%, 0.985, 94.6%), and (95.3%, 94.8%, 0.987, 95.5%), respectively. According to these results, the 
best performance metrics were obtained from the LightGBM model. When the effects of the variables in the dataset on breast cancer 
were assessed in this study, the five most significant factors for the LightGBM model were the mean of concave points, texture mean, 
concavity mean, radius mean, and perimeter mean, respectively.

Conclusion: According to the findings obtained from the study, the LightGBM model gave more successful predictions for breast 
cancer classification compared with other models. Unlike similar studies examining the same dataset, this study presented variable 
significance for breast cancer-related variables. Applying the LightGBM approach in the medical field can help doctors make a quick 
and precise diagnosis.
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10.6% (22345 individuals, both genders, all ages). In the 
same report, it is reported that approximately one out of 
every four women (24.4%) in Turkey is diagnosed with 
breast cancer, and 4.7% (5452 individuals) die of breast 
cancer in the second rank in terms of mortality rates (3). 
From a public health perspective, breast cancer incidence 
is most commonly associated with age, among other risk 
factors. The incidence of breast cancer increases rapidly at 
the age of 40-50 toward the end of the active reproductive 
age and decreases slightly after menopause around the 
age of 50. The relatively low incidence and mortality of 
breast cancer causes it to be the most prevalent type of 
cancer (4).

Breast cancer is thought to be a genetically varied 
and physiologically diverse illness. Disparities in gene 
expression are linked to long-known clinical and 
phenotypic differences. Previous research on breast cancer 
has revealed five distinct subtypes [luminal A (estrogen 
receptor (ER +); luminal B (ER +); HER2 overexpression; 
normal breast-like and basallike] that are associated with 
varying clinical outcomes. Early detection and classification 
of breast cancer development allows patients to obtain 
proper treatment. The basal-like subtype is typically ER 
and HER2 negative (i.e. not amplified) and resembles 
breast myoepithelial cells. The basal-like subtype has been 
associated with BRCA1-associated carcinomas and has 
the highest proliferation rates and poor clinical outcomes 
(5,6).

The diagnosis of breast cancer can be accomplished 
using an algorithm or an early detection model of breast 
cancer risk via determining factors. This model is used to 
detect breast cancer risk and is a preventive action that 
uses machine learning to classify the risk of breast cancer 
associated with variable predictors, making it easier to 
classify.

Machine learning is a type of artificial intelligence 
that allows computers to learn without being explicitly 
programmed. Machine learning is an area of artificial 
intelligence technology that employs algorithms to 
synthesize the underlying relationship between data 
and information (7). The scientific field of machine 
learning concerns how computers learn from data; it 
is also a type of artificial computer intelligence that 
enables computers to learn automatically and without 
human involvement or aid (8). Machine learning 
has been used in cancer detection and diagnosis. 
Using machine learning algorithms, tumors and 
other malignancies have been identified, classified, 
detected, and distinguished. In other words, machine 
learning has mostly been used to assist in diagnosing 
and detecting cancer (9,10). Scientific studies on the 
application of machine learning methods in health care 

have demonstrated that machine learning significantly 
affects health quality and safety (11,12).

This study compares the breast cancer classification 
performance of the gradient boosting machines (GBM), 
extreme gradient boosting (XGBoost), and light gradient 
boosting (LightGBM) models, which are boosting 
algorithms on the open-access breast cancer dataset, and 
evaluates the associate with breast cancer are determined.

Materials and Methods

Compliance with Ethical Standards

Ethical approval was not applicable and not obtained 
for this study because the open access dataset was used 
in this study. This study was conducted in accordance with 
the Declaration of Helsinki.

Study Design

The data were collected from the Department of 
General Surgery at the University of Wisconsin-Madison 
and presented to users as open access. The open-access 
dataset “Breast Cancer Wisconsin (Diagnostic) Data Set” 
was collected from the UCI Machine Learning Repository 
to study the light gradient boosting method’s operation 
and to evaluate the model (13).

Variables in the Study

The following variables were used for this study: 
diagnosis (malignant, benign), radius mean (mean of 
distances from the center to points on the perimeter), 
texture mean (the standard deviation of grayscale values), 
perimeter mean (mean size of the core tumor), area 
mean, smoothness mean (mean of local variation in radius 
lengths), compactness mean (mean of perimeter 2/area 
- 1.0), concavity mean (mean of the severity of concave 
portions of the contour), concave points mean (mean for 
the number of concave portions of the contour), symmetry 
mean, fractal dimension mean (mean for “coastline 
approximation” - 1).

Boosting Algorithm

It was developed by Schapire in 1989. Recent work by 
Freud and Schapire and Friedman has further developed 
this algorithm. The boosting algorithm is a sequential 
method based on slow learning that tries to learn from 
errors. These algorithms combine several low-precision 
models to create high-precision models. As a general 
principle, it tries to obtain a strong model by combining the 
models obtained in each iteration within the framework of 
specific rules (14). First, random samples are generated 
from the training data during the boosting algorithm 
process. A classifier was trained for this sample, and the 
entire training data was tested. An error was calculated 
for each sample estimate. If the sample is misclassified, the 
weight is increased for that sample, and another sample is 
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created. These processes are repeated until a high degree 
of accuracy is obtained from the system (15). Within the 
scope of boosting algorithms, Light Gradient Boosting, 
one of the tree-based methods, will be used in this study.

Gradient Boosting Algorithm

GBM are learning algorithms that fit new models 
sequentially to obtain a more accurate estimate of the 
response variable. This strategy’s basic idea is to generate 
new base learners with the highest correlation to the 
ensemble’s negative gradient of the loss function. Although 
the loss functions can be chosen arbitrarily, for clarity’s 
sake, if the error function is the conventional squared-
error loss, the learning strategy will result in consecutive 
error fitting. In general, the researcher can choose the loss 
function, given the breadth of already determined loss 
functions and the possibility of constructing one’s own 
task-specific loss (16,17).

Due to this great degree of adaptability, GBM may be 
tailored to any data-driven job. It introduces a great deal 
of flexibility into the model design, making the selection 
of the optimal loss function a question of trial and error. 
However, Boosting algorithms are reasonably simple to 
implement, allowing for experimentation with various 
model designs. Additionally, GBM has demonstrated 
tremendous effectiveness in various machine-learning and 
data-mining difficulties (18).

XGBoost Algorithm

XGBoost, short for extreme gradient boosting, is a 
machine learning method based on gradient boosting and 
decision tree algorithms. Friedman developed the original 
version of the XGBoost algorithm in 2002 (15). XGBoost is 
a viral algorithm, and it is used for health, energy, finance, 
etc. It has found applications in the fields. Compared to 
other algorithms, it is in a very advantageous position 
in terms of speed and performance. XGBoost has high 
accuracy for both classification and regression models. 
It is also 10 times faster than other algorithms. XGBoost 
includes a set of tweaks that improve performance and 
reduce overfitting or overlearning, thus achieving better 
performance. In addition, it ensures that the accuracy of 
the model is maximized by cross-validating itself without 
considering any parameters (19).

LightGBM Algorithm

The LightGBM algorithm is a different gradient 
boosting model that uses decision trees. Regression 
was used for classification and ranking analysis. Two 
strategies can be used when training each decision tree 
and separating data, focusing on the level of the tree 
(level-wise) and focusing on the leaves of the tree (leaf-
wise). In the level-wise condition, the tree grows while 
maintaining the balance of the tree, while the leaf-wise 

strategy continues to split the leaf that reduces the loss 
the most. LightGBM’s leaf-wise growing tree structure 
selects the losses in a particular branch and splits them 
based on their contribution to the overall loss. In most 
cases, trees with lower error rates learn faster than 
other depth-focused growing tree-based models (20). 
While the leaf-wise growth strategy can create any tree 
by level-wise training, the reverse is not true. Because of 
these features, over-learning can be prevented since the 
LightGBM model grows mainly horizontally and the tree 
depth does not increase much. This gives better results, 
especially for large datasets (21). Another advantage of 
the LightGBM model is that it does not require processes 
such as one-hot encoding to numerically analyze data 
with categorical variables. It shortens the training time of 
the model and reduces resource usage by converting the 
variables with continuous values into categorical values. 
In the studies conducted on different data sets, it has 
been concluded that the data learning process of the 
LightGBM model is 20 times faster than that of other 
models (22).

Repeated Stratified K-fold Cross-validation

This approach repeats the stratified K-fold cross 
validator n-times, with each repetition including distinct 
randomization. Stratified K-fold is similar to stratified K-fold 
in that the entire data set is partitioned into k subgroups. It 
approximately maintains the same percentage of samples 
from each target class during each cycle (23).

Statistical Analysis and Modeling

Quantitative variables are summarized using the median 
(minimum-maximum) method, while qualitative variables 
are expressed in terms of numbers and percentages. 
The Kolmogorov-Smirnov test was used to determine 
whether the distribution was normal. The Mann-Whitney 
U test was performed to determine whether there is a 
statistically significant difference between the categories 
of the dependent variable in terms of the input variables. 
Statistical significance was defined as p<0.05 values. All 
analyses were conducted using the IBM SPSS Statistics 
26.0 for Windows package application and the Python 
3.9.7 programming language (24). According to the 
studies, these models are superior over other machine 
learning methods in terms of performance, and these 
models are included in the study. In the study, during the 
modeling phase, it was divided into training (80%) and 
test (20%) data sets. Analysis was carried out using the 
repeated stratified  K-fold cross-validation method.

Results
The data set in this study included 569 patients, 

357 (62.7%) benign and 212 (37.3%) malignant breast 
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lesions. The correlation of the variables with each other is 
given in Figure 1.

Descriptive statistics for the variables included in the 
study are given in Table 1. When Table 1 is examined; 
there was a statistically significant difference between the 
dependent variable classes (benign/malignant) in terms 
of texture mean (p<0.001), radius mean (p<0.001), area 
mean (p<0.001), perimeter mean (p<0.001), smoothness 
mean (p <0.001), concavity mean (p<0.001), compactness 
mean (p<0.001), concave points mean (p<0.001) and 
symmetry mean (p<0.001). However, there was no 
statistically significant difference between the dependent 
variable classes (benign/malignant) in terms of fractal 
dimension mean variables (p=0.537).

The performance metrics [accuracy, recall, area under 
the curve (AUC), and precision (positive predictive value)] 
computed from the models developed to classify breast 
cancer are listed in Table 2. For the GBM model; accuracy, 
recall, AUC and precision (positive predictive value) values 
obtained from the model were 93.9%, 93.5%, 0.984, 
and 93.8% respectively. For the XGBosst model; accuracy, 
recall, AUC and precision (positive predictive value) values 
obtained from the model were 94.6%, 94%, 0.985, 
94.6% respectively. For the LightGBM model; accuracy, 
recall, AUC and precision (positive predictive value) values 
obtained from the model were 95.3%, 94.8%, 0.987, 
95.5% respectively. The best performance metrics were 
obtained from the LightGBM model. The number of times 
a feature is used in a model determines its importance in 

LightGBM. The data set is partitioned into several folds 
based on the feature importance score. We calculate the 
importance of each feature in each fold and average the 
importance of each feature across all folds. The feature 
importance score will be the average of the results. The 
reasoning behind this is that randomization is used in each 
run of LightGBM fitting. As a result, the ensemble mean 
can provide significant evidence for the significance of 
traits. For the LightGBM model with the best performance 
metrics, the importance values of breast cancer-related 
factors are given in Figure 2. The five most important 
factors are the mean of concave points, texture, concavity, 
radius, and perimeter, respectively.

Discussion
Breast cancer has the greatest fatality rate among 

women and is the second most common cancer form 
worldwide. Breast cancer is one of the most serious health 
issues due to its poor prognosis, high mortality rate, 
and new cases. A large number of deaths in women are 
recorded each year, indicating that there is still an urgent 
need for more effective and timely diagnosis for appropriate 
therapy in breast cancer. Despite advancements in cancer 
diagnosis and treatment, this disease is still a major 
problem in health (25).

The effectiveness of machine learning approaches in 
classification and definition has given computer technology 
the power to make judgments. These benefits of machine 
learning approaches have resulted in enhanced decision 

Figure 1. Correlations of the variables under question
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Figure 2. Importance values of variables according to LightGBM model

Table 1. Descriptive statistics for independent variables

Variables

Diagnosis

p-valueBenign (n=357) Malignant (n=212)

Median (IQR) Median (IQR)

Texture mean 17.39 (4.665) 21.46 (4.4725) <0.001

Radius mean 12.2 (2.305) 17.325 (4.525) <0.001

Perimeter mean 78.18 (15.34) 114.2 (31.3) <0.001

Smoothness mean 0.091 (0.018) 0.102 (0.017) <0.001

Area mean 458.4 (175.35) 932 (500.55) <0.001

Concavity mean 0.037 (0.0399) 0.151 (0.0939) <0.001

Compactness mean 0.075 (0.0423) 0.132 (0.0642) <0.001

Symmetry mean 0.171(0.0312) 0.19 (0.0364) <0.001

Concave points mean 0.023 (0.0176) 0.086 (0.0394) <0.001

Fractal dimension mean 0.062 (0.0073) 0.062 (0.01072) 0.537

*Mann-Whitney U test

Table 2. The values of performance metrics

Performance
metrics

GBM
value

XGBoost
value

LightGBM
value

Accuracy (%) 93.9 94.6 95.3

Recall (%) 93.5 94 94.8

Precision (Positive predictive value) (%) 93.8 94.6 95.5

AUC 0.984 0.985 0.987

AUC: Area under the curve, GBM: Gradient boosting machines, XGBoost: Extreme gradient boosting, LightGBM: Light gradient boosting

Model
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support systems that can assist specialists in diagnosis and 
treatment processes in the field of health. It is possible 
to achieve high success in the diagnosis of diseases using 
decision-support systems. Machine learning approaches, 
which are frequently used in cancer diagnosis processes, 
play an essential role in inference (26).

In this study, the breast cancer classification 
performances of the GBM, XGBoost, and LightGBM 
models, which are boosting algorithms on the open-access 
breast cancer dataset, are compared and the factors 
associated with breast cancer are determined.

Asri et al. (27) applied Support Vector Machines, 
decision tree (C4.5), Naive Bayes, and k-Nearest Neighbor 
machine learning algorithms to the Wisconsin breast 
cancer dataset in the UCI Machine Learning Repository in 
the WEKA environment. In their study, accuracy, sensitivity, 
sensitivity and specificity parameters were used while 
evaluating the classification models.

Abdel-Zaher and Eldeib (28) developed a clinical support 
system for detecting breast cancer. In the model used 
in this study, the weights were obtained from the deep 
belief network and the learning function of Liebenberg 
Marquardt, and the back propagation neural network was 
used. Promising accuracy was achieved compared to the 
previously published studies.

When the studies with the same data set are examined, 
the Wisconsin Original Data Set, which contains 569 
records and 31 features/variables (30 predictors, 1 target), 
was used to improve the accuracy of breast cancer 
diagnosis using several machine learning algorithms. The 
accuracy of the suggested support vector machine model 
was determined to be 0.9766, and the study’s findings 
indicated that the proposed model has a reasonable 
performance rate and will help increase breast cancer 
accuracy, a critical issue in modern times. In this study, 
the accuracy value for breast cancer classification was 
0.9491 when only 11 features or variables (10 predictors, 
1 dependent) were used on the same dataset (29). Breast 
cancer classification was successfully accomplished in this 
investigation by relying on fewer variables/features, and 
identical performance metrics were attained in the stated 
study.

Bayrak et al. (30) applied Support Vector Machines 
and Artificial Neural Network machine learning methods 
in the WEKA environment in their study on the Wisconsin 
(original) breast cancer dataset. The Support Vector 
Machines (SMO algorithm) performed best when the 
results of the algorithms were compared according to 
performance metrics such as accuracy, precision, sensitivity, 
and ROC area.

In the years 2020 and beyond, numerous studies have 
been conducted to study the classification of breast cancer 

using machine learning algorithms using the same data 
set. Rawal et al. (31) present a comparative analysis of 
the Wisconsin Diagnostic Data Set using several machine 
learning methods such as Support Vector Machine, 
Nave Bayes, Decision Tree, K-Nearest Neighbor, k-means 
clustering, and Artificial Neural Networks to detect early 
breast cancer.

Guldogan et al. (32) created a deep learning model 
for the classification of breast cancer with a 10-fold cross-
validation method. Breast cancer-related factors were 
predicted from the deep learning model with accuracy, 
specificity, sensitivity, F1-score, positive and negative 
predictive values, and AUC. In this study, breast cancer 
classification was successfully performed, and similar 
performance success was achieved. When the effects 
of the variables on breast cancer were evaluated, the 
concave point mean and perimeter mean, two of the five 
most important variables, were similarly obtained during 
the process.

Harinishree et al. (33) have recently proposed several 
computer-aided frameworks to minimize multiple 
unnecessary breast biopsies. The mentioned article 
explores accessible directories of information for preparing 
machine learning models and presents a wide-ranging 
correlation between the various models to predict breast 
cancer.

Assegie et al. (34) analyzed the decision tree and 
adaptive boosting models’ prediction performance. The 
adaptive boosting model is 92.53 percent accurate, 
whereas the decision tree is 88.80 percent accurate. 
Overall, the adaboost algorithm outperformed the decision 
tree approach.

Magesh and Swarnalatha (35) used decision tree, 
support vector machine, and SVM algorithms to predict 
breast cancer. The authors choose the best algorithm 
according to the accuracy and error rate. In the related 
study, data visualization and descriptive statistics were 
presented, and precision, recall, and F1-score measures 
were nearly 95% in SVM. After adjusting the SVM hiper-
parameters, the accuracy increased to 97%.

Sakib et al. (36) made a comparison between machine 
learning and deep learning methods for breast cancer 
detection and diagnosis. Classification was carried out 
using five supervised machine learning techniques (i.e., 
SVM, decision tree, logistic regression, random forest, 
K-nearest neighbor) and a deep learning technique. The 
Breast Cancer Wisconsin (diagnosis) dataset was used as 
a training set to evaluate and compare the effectiveness 
and efficiency of each algorithm, including classification 
accuracy, recall, specificity, precision, false-negative rate, 
false-positive rate, F1-score, and Matthews correlation 
coefficient.
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According to the findings obtained, GBM, XGBoost, 
and LightGBM, one of the boosting models showed that 
the classification performance on the open-access “Breast 
Cancer Wisconsin Dataset” gave successful predictions in 
classifying breast cancer according to the metric values. 
Among the three models, the LightGBM model gave the 
most successful results. In addition, the variable importance 
score values of cancer-related factors were estimated from 
the model created, unlike similar studies examining the 
same data set. The data set used in the study was open 
access and the other clinical and demographic data of the 
patients could not be reached. For this reason, there is 
no information about the subtypes of breast cancer in 
the study, and the findings cannot be interpreted for the 
subtypes. In future studies, the classification performances 
of many machine learning models and ensemble learning 
approaches can be examined to gain insights into the 
prediction of diseases.

Study Limitations

The main limitation of this study is that the data set was 
collected from a single center and shared. For this reason, 
the results obtained cannot be generalized according to 
multicenter studies and provide inferences for a certain 
region. The superiority of this study compared to other 
studies is that the importance of the variables obtained 
as a result of the modeling is given. Thus, risk factors that 
may be important related to breast cancer have been 
revealed.

Conclusion 
Any advancements in the early detection and 

prediction of cancer and the implementation of alternative 
treatment procedures are essential for treatment. We 
compared the performance of three algorithms for breast 
cancer prediction. Applying the LightGBM approach in the 
medical field can help doctors make a quick and precise 
diagnosis. So we can help patients and doctors save time, 
and we can reduce medical testing and time limits.
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